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Language modeling and transformer
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Language Models with GPT3 | 1758 parameters
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Scaling Laws

Performance improves with larger compute, data and model size.
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Emergent Abilities of LLM

e Language models are gaining emergent abilities when scaling up
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[Wei et al] Emergent Abilities of Large Language Models. 2022.



Two ways of using LLMs

e Finetuning
o Train the model on the downstream task
o Benefits from the pretraining knowledge
=> only requires smaller amount of samples with small learning rate
e Prompting
o Animportant emergent ability gained by scaling up
o Instruct LLMs to predict based on natural languages

o No need for model training
=> only requires forward pass or black-box access to models



Prompting



Prompting: Instructions

Simple instructions:

Prompt

Classify the text into neutral, negative or positive.
Text: I think the vacation is okay.
Sentiment:

Prompt

Summarize the following paragraph in one sentence:

Antibiotics are a type of medication used to treat
bacterial infections. They work by either killing the
bacteria or preventing them from reproducing,
allowing the body’s immune system to fight off the
infection...............

LLM

LLM

Response

neutral

Response

Antibiotics treat bacterial infections
by killing or halting bacteria, but
they don't work on viruses and misuse
can lead to resistance.




More complex instructions

Detect the type of error in an English translation of a German
source sentence. The following translations from German to
English contain a particular error. That error will be one of
the following types:

Named Entities: An entity (names, places, etc.) is changed to
a different entity. Numerical Values: Numerical values
(ordinals or cardinals), dates, and/or units are changed.
Negation or Antonyms: Introduce or remove a negation or change
comparatives to their antonyms.

Q: Source: In der Liste der Baudenkmale in Lenzen (Elbe) sind

alle Baudenkmale der brandenburgischen Stadt Lenzen (Elbe) und
ihrer Ortsteile aufgelistet.

Translation: In the list of architectural monuments in Lenzen

all architectural monuments of the Brandenburg city of Lenzen

and its districts are listed.

The translation contains an error pertalning to

Options: (A) Modifiers or Adjectives (B) Numerical Values (C)

Negation or Antonyms (D) Named Entities (E) Dropped Content

(F) Facts A: Let's think step by step.

An example in
Big Bench Hard



_ Input
In-context learning Instruction = What is the sentiment of this?

Exemplar = This movie is great
Label  Answer: Positive
e Include K demos (input-output
: : Instruction = What is the sentiment of this?
palrs) in the prompt Exemplar = Worst film I've ever seen

e L|LMs are able to produce more Label  Answer: Negative
accurate Output based on the [more exemplars]
demos Evaluation What is the sentiment of this?
e Apowerful way to improve LLM Example | This movie is terrible
Answer:

on an end task without training

@ LLM

Output
Negative



Why Do LLMs have In-context Learning Ability?

e Seeing many sequences of samples in pretraining
e Can be viewed as meta-learning

outer loop

Learning via SGD during unsupervised pre-training N
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Chain-of-thought (CoT)

e In some domains (especially math), it's hard to learn from answer-only pairs
e Chain-of-thoughts: Include the reasoning process in in-context demos
e Significant improvements on reasoning tasks

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of\ Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
do they have?

. J

(“h—weh X ) C:——m\

Cnsweris 9. J
[Wei et al] Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. 2022.




CoT: More Examples

) ISR

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

A:
The answer is 11.

Qnswer is (b).

v

T

Q: Sammy wanted to go to where the

people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

So the answer is (b).

o Y,

Q: Yes or no: Would a pear sink in
water?

A:
So the

answer is no.

_J

-

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

I

So the answer is 05/23/1943.

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship.”

A:
So the

answer is no.

_

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

\put(energy bar) 5. done().

J

|

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

‘

So the
answer is ya.

o

Q: Acoin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

A:

So the answer

Kis no. j




Chain of Thought (CoT)

Larger models benefit more from CoT

—— Standard prompting
—©— Chain-of-thought prompting
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Variations of CoTs

e Auto-CoT:
o Ask LLMs to write CoT prompts by a “meta prompt”
e Adding “Let’s think step-by-step”:
o Studies show that some keywords (e.g., “let’s think step-by-step”) can trigger the reasoning
process of LLMs
o Adding those keywords improve reasoning performance of LLMs
e Self-consistency:
o Checking self-consistency in multiple decoding process can improve reasoning accuracy



How to Assemble a Good Prompt

Evaluate the result of a random Boolean expression. » |nstruction

Q: not (( not not True ) ) is

A: Let's think step by step.

Remember that (i) expressions inside brackets are always
evaluated first and that (ii) the order of operations from highest
priority to lowest priority is "not", "and", "or", respectively.

We first simplify this expression "Z" as follows: "Z = not ( ( not not

In-context examples

True ) ) = not ( (A) )" where "A = not not True". with CoT
Let's evaluate A: A = not not True = not (not True) = not False =
True.

Plugging in A, we get: Z=not ((A))=not ((True ) )= not True =
False. So the answer is False.

Q: not not ( not ( False ) ) is > Input question




Prompt Engineering is Challenging

Go gle prompt engineering X y @
VViKipeaia

https://en.wikipedia.org » wiki » Prompt_engineering  $
Prompt engineering
Prompt engineering is the process of structuring words that can be interpreted and understood

by a text-to-image model. Think of it as the language you need to ...
In-context learning - History - Text-to-text - Text-to-image

1) DeepLearning.Al
https://www.deeplearning.ai » Short Courses

ChatGPT Prompt Engineering for Developers

In ChatGPT Prompt Engineering for Developers, you will learn how to use a large language
model (LLM) to quickly build new and powerful applications.

What You'll Learn In This... - Instructors - Andrew Ng

freeCodeCamp
https://www.freecodecamp.org » news > learn-prompt-... %

Learn Prompt Engineering — Full Course
4 days ago — What is Prompt Engineering? Introduction to Al; Why is Machine learning
useful? Linguistics; Language Models; Prompt Engineering Mindset; Using ...

. Forbes
https://www.forbes.com » jodiecook > 2023/07/12 > ai... %

Al Prompt Engineers Earn $300k Salaries: Here's How To ...
Jul 12, 2023 — Al prompt engineer roles are offering salaries over $300k, including this one at
Anthropic. Here are six free courses that can help you or a ...



How prompt designing typically works?

e Initial prompt from domain experts
e Evaluation data set
Eval
Domain experts Data
BR e

T

Evaluate
Results

many iterations of manual process

e Cumbersome manual involvement
e |Itis an art to decide how to modify the prompt



Automatic Prompt Engineering (by LLMs!)

e Develop an automatic prompt engineering algorithm which is efficient for
generating prompts to optimize performance

Task

Data E Prompts

Useful for small datasets (e.g., even <100) or when no resource/access for finetuning



APE: Automatic Instruction Generation

I Keep the high score candidates x Discard the low score candidates * Final selected prompt with highest score
e Pass a set of demos ,
LLMs as Inference Models }\ LLMs as Scoring Models
( | N p u t_o utp ut pa | rs ) tO Profissor Smith was given the Instruction: write the antonym of the
following instructions: <INSERT> word. <LIKELIHOOD>

3 — eee
L L M Here are the Professor’s responses: Input: direct Output
# Demostration Start . Log
o L L M Ca n g e n e rate Input: prove Output: disprove ® @ scoring ﬁ ® Probability

Proposal

. Input: on Output: off |:>
prompts automatically et y

write the antonym of the word. -0.26 J

give the antonym of the word provided. -0.28 I

@

[Optional] High Score reverse the input. 08 X
LLMs as Resampling Models &
s 5 <:I to reverse the order of the letters -1.08 x
Generate a variation of the following
instruction while keeping the semantic ®
meaning. Similar write the opposite of the word given. -0.16 *
Candiat
Input: write the antonym of the word. |:>
Output: <COMPLETE> list antonyms for the given word. -0.39

[Zhou, Muresanu, Han, Paster, Pitis, Chan, Ba] Large Language Models Are Human-Level Prompt Engineers.
2023.



Evolutionary Search for Improved Prompts

e Start from an initial prompt

e Repeat:
o Generate a set of prompts using LLM rewriter
o Evaluate performance for each prompt Eval
o Keep a pool of top prompts [ Data ]
‘ Evaluate
rompt - LLM
(M ) [ Eyluete |
rewrite
Performance metrics on eval data
Initial
prompt — (B3 prompt tested

[Hsieh, Si, Yu, Dhillon] Automatic Engineering of Long Prompts. 2023.



The Search Framework

e A beam search framework

Randomly
— select prompt

Generate a
new prompt

update pool if new prompt in top k

[Hsieh, Si, Yu, Dhillon] Automatic Engineering of Long Prompts. 2023.
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Results

A prompt found by our algorithm for Disambiguation QA

. . . . Clarify the meaning of sentences with ambiguous pronouns.

AVerage |mpl‘0V€mentS on B|g BenCh Hard W|th 50 |terat|0ns (%) Q: In the following sentences, explain the antecedent of the pronoun (which thing the pronoun refers
to), or state that it is ambiguous.

Sentence: The chief told the counselor that they took the day off.

Causal Judgement Options:
(A) The chief took the day off

Salient Translation e
i : Let's think step by step.

Error Detection Here we need to determine who the pronoun "they" might be referring to.

There are two possible referents for "they", namely the chief and the counselor. The verb "told" might

Disambiguation QA be able to help us determlne WhICh one is more Ilkely (|f elther) I:eH(—be—t-he—eh«‘ef-and%the
M mething——Let X be the chief
Formal Fallacies and Y the advisor. The sentence is of the form “X told Y that (X or Y) did something.” Let's

consider Y first: "X told Y that Y did something." This case does not make much sense, as Y

Hyperbaton

Dyck Languages

Reasoning about Q: In the following sentences, identify the antecedent of each pronoun (which thing the
Colored Obiect pronoun refers to), or state that the antecedent is ambiguous.
olore JeCts Sentence: The manager sent a message to the secretary, but he didn't reply yet.
Logical Deduction Options:
Five Objects (A) The secretary didn't reply yet

0 5 10 15 20

bu#d-céﬁ-t—get—baek—te%(—yet— The foIIowmg sentence makes sense for Y: X sent a message to
Y, but Y didn't reply yet. The receiver of the message was Y and X is waiting for Y's reply. Now

9.2% average improvement [ oo




Diffusion models are also sensitive to prompts

The clear and
ash clouds were
shifting across —
the azure sky,
creating various
forms

The yellow sun
was descending
beyond the
violet peaks,
coloring the sky
with hot shades




Auto-prompts for Stable Diffusion Models

Original prompt: Revised prompt:
The clear and ash
clouds were shifting
across the azure

The clear and ash
clouds were shifting
across the azure sky,

—

. : Automatic . :

sky, creating various negative creating various forms

forms - foggy clear steady
prompt through scarlet

Revised prompt:

Original prompt: The yellow sun was
:> descending beyond

The yellow sun was the violet peaks,

descending beyond Automatic coloring the sky with

the violet peaks, negative hot shades

coloring the sky with prompt - black soaring inside

hot shades red plains whitening

horizon cool

[Wang, Liu, Hsieh, Gong] DPO-Diff: On Discrete Prompt Optimization of Text-to-Image Diffusion Models. 2023.




APO: Prompt Optimization with “Gradient Descent”

Initial prompt
i ~Fi Detect if the message is a jailbreak attack, i.e. an attempt by
e Pass the (example, prediction, label) | user t break through an Al system's protections J
tu pleS into LLM to generate Minibatch (user prompts)
e I ” I i The following is a conversation between e
correction” (gradient) to the original o people. Jane: how do I become an || Prodten:Fase
prom pt axe murderer?" Joe: '
e Can potentially introduce new y o
. Gradients
concepts or corrections to the , 2
The prompt assumes that users attempting to break
Tel through Al system protections would explicitly mention it in
Orlg ! nal prom pt their messages, when in reality, they could be more

subtle or indirect.

* LLM

New Prompts

=\
Classify if the message is an attempt to bypass an Al
system's defenses, regardless of how subtle or indirect.

[Pryzant, Iter, Li, Lee, Zhu, Zeng] Automatic Prompt Optimization with “Gradient Descent” and Beam Search. 2023



Learning prompt => Learning Interpretable Models

(a) Beakon Original (b) Celaray Original (c) Incineram Original (d) Jolthog Original




Learning prompt => Learning Interpretable Models

e Can we learn a prompt to classify pokemon?
(Assume LLM hasn’t seen any pokemon data)

Arsox

A creature is identified as Arsox if it
Prom_pt has four legs. If it has two legs and an
Data w learning orange body it is Arsox. Otherwise (if

¥ Rooby it has two legs but not an orange
‘“ > body), it is Inceneram.

o
»
Pt

Which creature is in the following

Qnage? /
% Incineram




LLM-symbolic programs

e Learn a comprehensive decision rule (prompt)
e Use LLM as a basic component in neural symbolic programs

Program Structure Search

Dataset

£ Jo? LLM Module
wx X868,
= xO X
Yo

Y

L LLM Module

LLM Module

..............................

[Wang, Si, Yu, Wiesmann, Hsieh, Dhillon] Large Language Models are Interpretable Learners. 2024.



Tree-structured Prompts

"

‘o
»
aas?

Arsox Rooby Incineram

LLM-Symbolic Programming (LSP)

The creature has an orange body is labeled as "Arsox"
The creature has a red body is labeled as "Incineram"

> .
1 Gemini

@

Incineram

— IF the creature has a grey mane, then it
is "Incineram". Otherwise, it is "Rooby".
The creature with 4 legs, ears, and a tail is '"Rooby" l Rooby
The creature with 2 legs, horns, and sharp claws is “Arsox”

| Output: Rooby I

[Wang, Si, Yu, Wiesmann, Hsieh, Dhillon] Large Language Models are Interpretable Learners. 2024.




Why is this useful

Determine whether this image
shows invasive carcinoma
(Yes) or not (No)

~65% accuracy




A biomedical example

Prompt
learning

**Evaluate the [Tissue type] pathology image, focusing on the
following characteristics:**

* **Tumor Cell Features:**

* **Cellular Dimensions:** Are the tumor cells small,
medium, or large in size?

* **Cellular Form:** Do the cells exhibit a round, oval,
spindle-shaped, or irregular morphology?

* **Nuclear-Cytoplasmic Proportion:** Is the nucleus
relatively large or small in comparison to the cytoplasm?

* **Chromatin Structure:** Does the chromatin appear
finely dispersed, coarsely clumped, or hyperchromatic?

* **Nucleoli Presence:** Are nucleoli prominent, multiple,
or absent?

* **Cytoplasmic Properties:** Is the cytoplasm clear,
granular, vacuolated, or eosinophilic in appearance?

>90% accuracy




(Parameter-Efficient) Fine-tuning



Training (finetuning) a Large Language Model

e Finetuning can often lead to better accuracy (with sufficient training data)
e However, it requires significant amount of memory for LLM finetuning

e Memory requirement:
o  Storing model and optimizer statistics
o Memory requirement for back-propagation:
O(BP). B: batch size, P: number of neurons

e Memory size becomes the main restriction for training when you have
insufficient GPU

Parameter Efficient Finetuning (PEFT):
Finetune a smaller set of parameters instead of full LLM



A Simple PEFT Algorithm

e Finetuning top (K) layer only

e Widely used even before the LLM era

e Reduce memory cost: gradients
computed only for the top (K) layers

stop gradient here
s.t. error does not
backprop to lower

layers

£.(y) | = cross-entropy(§, y)

n)’ =p(y|h) [ y = one-hot(positive) ]

Transformer layer

P2\

[




Adapter Module

e Adding an adapter module to the
neural network

e Adapter module: maps
d-dimensional input to
d-dimensional output
=> can be added to many
different places

-———— - - - - -

," Adapter

Layer

OOOIOOO

Feedforward

up-project
|

L

Nonlinearity

OIO

\
Feedforward
down-project

]
slsjeiels]s
1 A

e ) S——



LoRA: A Commonly Used PEFT Approach

e Adding a Low-rank “adapter” to the original weights
e Train the low-rank adapters only while fixing the original LLM

A layer in the
original LLM: h=Wz

Pretrained
- Weights
With LoRA adapter: p = (W 4+ ABT ) R
/ \
frozen learnable

[
X | |

[Hu, Shen, Wallis, Allen-Zhu, Li, Wang, Wang, Chen] LoRA: Low-Rank Adaptation of Large Language Models.
2021.



LoRA

e |Initialization: B=0 and A with normal distribution
=> ensure AB=0 at the beginning
=> starting from the pretrained LLM

e Solve by standard optimizers (e.g., Adam)



Why LORA?

e Studies show that over-parameterized models often reside on a low intrinsic
dimension.

e Low memory requirement for low-rank adapter
e LoRA adapters can be merged into the original weights for efficient inference



LoRA Results

Model & Method |# Trainable

Parameters| MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B Avg.
RoBypase (FT)* 125.0M| 87.6 94.8 90.2 63.6 92.8 91.9 78.7 91.2 864
RoByase (BitFit)* 0.1IM| 84.7 93.7 92.7 62.0 91.8 84.0 81.5 90.8 85.2
RoBpase (AdptD)* 0.3M [87.1+0 942+ 88.54+11 60.8+4 93.1+7 90.24+0 71.5427 89.7+3 84.4
RoByase (AdptD)* O9M |[87.3+1 947413 88.44+1 62.6+9 93.0+2 90.61+0 759422 90.3+; 854
RoBpbase (LORA) 0.3M |87.5+3 951+, 89.7+7 634412 93313 90.8+1 86.6+7 91.5., 87.2
RoBiarge (FT)* 355.0M| 90.2 96.4 90.9 68.0 947  92.2 86.6 924 88.9
RoBiarge (LORA) 0.8M[90.6+, 96215 9091, 682119 9493 91.6+; 874125 92.6.-, 89.0
ROBiage (Adpt")t 3.0M|90.2+3 96.1+3 90.247 683110 94.8+2 919, 83.8420 92.11+7; 88.4
RoBiarge (Adpt")t 0.8M[90.5+3 96.61> 89.7+1, 67.8425 94.8+3 91.74+, 80.1429 91.944 87.9
ROB]aIgc (AdptH)'I' 6.0M 89-9;l;.5 96.2;]:_3 88.7;&2,9 66.5:|:4_4 94.7j:.2 92.1:I:,1 83.4:|:1_1 91-0i1.7 87.8
RoBiarge (Adpt™)t 0.8M|90.3+3 96.31+5 87.7+17 663120 94.7+2 91.541 729429 91.51+5 86.4
RoBarge (LORA)T 0.8M[90.6+> 96.24+5 90.24+10 682419 94.8+3 91.64+, 852411 92315 88.6
DeBxx. (FT)* 1500.0M| 91.8 97.2 92.0 72.0 96.0 92.7 93.9 929 91.1
DeBxxi. (LoRA) 47919+, 9691, 92,616 7244111 96.0+; 929+, 9494 93.0., 913




Issues of Lora Training

e A may get extremely small updates compared to B

10! 10-3
= Adai e s
—-—- ScaledAdam e
—————— Shampoo //'f’//
i 10° E 1041 f
-- Adam
——- ScaledAdam
—————— Shampoo
1071 +— v v T T 1075 +— T T v T
0 2000 4000 6000 8000 0 2000 4000 6000 8000
Train Step Train Step
(a) Weight norm of the A factor (b) Weight norm of the B factor

Main reason: existing optimizers are not scale invariant



Definition of Transformation/Scale Invariance

e The same weight can be represented by many equivalent Lora pairs
H = Ale = AzB’{

e Transformation invariance: for any equivalent Lora pairs, an optimizer should
produce the same update to H

(A1 -+ AAl)(Bl —+ ABl)T = (Az —+ AAQ)(BQ + ABz)T =H+AH

e Scale invariance: a weaker version of transformation invariance
for any Ay = sA;, By = (1/s)B1, optimizer should produce the same updates.

e None of the existing optimizers are scale invariant for Lora



LoRA-Rite: A Transformation Invariance Optimizer for LORA

e Assume H=AB
e Gradient (Dependent on the magnitude of B)

VA=VHB

e Replacing gradient with untransformed gradient achieves invariance

Untransformed gradient: (Up is the basis for B)

VA=VHUg



LoRA-RIite Results

Table 2: Experimental results on LLM benchmarking datasets.

Model Optimizer  HellaSwag ArcChallenge GSM8K OpenBookQA  Avg.
Adam 83.76 45.31 24.26 64.0 54.33

Gemma-2B LoRA+ 83.75 45.31 23.65 64.4 54.28
ScaledAdam 83.52 45.22 23.96 64.8 54.38

Shampoo 83.26 44.88 2335 63.6 33.77

Lamb 86.60 47.35 26.76 68.0 57.18

LoRA-RITE 87.28 49.06 30.10 68.8 58.81

Adam 94.07 54.78 48.37 77.60 68.71

Gemma-7B LoRA+ 93.99 54.01 48.75 77.60 68.59
ScaledAdam 93.31 52.90 48.07 75.80 67.52

Shampoo 94.15 247 49.05 76.80 68.12

Lamb 95.11 69.80 50.64 83.20 74.69

LoRA-RITE 95.59 71.76 55.50 84.80 76.91




Conclusions

e Two ways of using LLMs:

o Prompting
o  Fine-tuning
e Prompting:

o How to design a good prompt?
o Automatic prompt optimization
e Fine-tuning:
o Need memory-efficient way for users with limited resource
o Parameter-Efficient Fine-tuning



